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Semi-Supervised Capsule cGAN for Speckle
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Abstract— Speckle noise is the main cause of poor
optical coherence tomography (OCT) image quality.
Convolutional neural networks (CNNs) have shown
remarkable performances for speckle noise reduction.
However, speckle noise denoising still meets great
challenges because the deep learning-based methods
need a large amount of labeled data whose acquisition is
time-consuming or expensive. Besides, many CNNs-based
methods design complex structure based networks with
lots of parameters to improve the denoising performance,
which consume hardware resources severely and are prone
to overfitting. To solve these problems, we propose a novel
semi-supervised learning based method for speckle noise
denoising in retinal OCT images. First, to improve the
model’s ability to capture complex and sparse features in
OCT images, and avoid the problem of a great increase
of parameters, a novel capsule conditional generative
adversarial network (Caps-cGAN) with small number of
parameters is proposed to construct the semi-supervised
learning system. Then, to tackle the problem of retinal
structure information loss in OCT images caused by
lack of detailed guidance during unsupervised learning,
a novel joint semi-supervised loss function composed of
unsupervised loss and supervised loss is proposed to train
the model. Compared with other state-of-the-art methods,
the proposed semi-supervised method is suitable for retinal
OCT images collected from different OCT devices and can
achieve better performance even only using half of the
training data.
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I. INTRODUCTION

OPTICAL coherence tomography (OCT) is a non-invasive
imaging technology proposed by Huang et al. [1], which

can capture cross-sectional image of biological tissue and has
been widely used. In the ophthalmology clinic for the diagno-
sis and monitoring of retinal diseases [2], [3]. Speckle noise is
one of the most common noises generated in OCT imaging.
Although the imaging technology and equipment have been
continuously updated in recent years, the problem of speckle
noise has not been solved very well, and it has seriously
affected the performance of OCT image automatic analysis,
such as retinal lesion region segmentation [4], [5], retinal layer
information analysis [6]–[8] and registration [9]. Therefore,
obtaining high-quality OCT images is essential to improve
the performance of automatic analysis. Many hardware based
methods, which depend on specially designed acquisition
systems, have been proposed for speckle noise suppression
during imaging. Iftimia et al. [10] proposed a high-speed
method for implementing angular compounding by path length
encoding (ACPE) for reducing speckle noise in OCT images.
Kennedy et al. [11] presented a speckle reduction technique
for OCT based on strain compounding. Based on angular
compounding, Cheng et al. [12] proposed a dual-beam angular
compounding method to reduce speckle noise and improve
SNR of OCT images. However, these methods cannot be
directly applied to commercial OCT scanners because they
require specially designed acquisition systems. Recently, many
algorithms have been proposed for speckle noise denoising in
OCT images, which can be divided into two categories: tradi-
tional denoising algorithms and deep learning-based methods.
In traditional speckle reduction methods, the partial differential
equation (PDE) based methods such as anisotropic diffu-
sion filtering are widely used in noise reduction [13], [14].
However, these methods have problems of overfitting and
over-smoothing. Aum et al. [15] and Buades et al. [16]
explored the non-local mean (NLM) based speckle noise
denoising methods and achieved good performances both
in visual effects and objective indicators. Bo and Zhu [17]
proposed a wavelet modification based block matching and
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3D filtering (BM3D) for speckle noise denoising in human
finger skin OCT images. However, in the NLM-based method
when the local regions can’t be matched well, the edge
information may be lost. The methods based on statistical
model are also common for image denoising [18]. In addi-
tion, many sparse transform-based methods have achieved
good performance in noise reduction tasks, such as adaptive
wavelet thresholding [19], [20], curvelet transform [21], and
dictionary learning based sparse representation [22], [23].
However, these methods still have some problems such
as insufficient image feature representations, difficulties
in choosing appropriate thresholds and time-consuming
dictionary learning. Moreover, the low rank decomposi-
tion based methods are also effective for OCT image
denoising [24], [25].

In last decade, deep learning based methods, especially
convolutional neural networks(CNNs), have been widely used
in image classification [26], [27], object detection [28], [29],
and lesion region segmentation [30], [31]. Moreover, many
CNNs based methods have achieved promising performance
in image denoising as well. Mao et al. [32] proposed a very
deep convolutional encoder-decoder network with symmet-
ric skip connections for image restoration. Considering the
long-term dependency problem of the model, Tai et al. [33]
proposed a very deep persistent memory network (MemNet)
and applied to image restoration. Zhang et al. [34] proposed a
deep convolutional neural network based on residual learn-
ing (DnCNN) to suppress noise in natural images. Based
on DnCNN, Cai et al. [35] further improved the denoising
performance by introducing residual module and applied it to
OCT image denoising. However, these methods are mainly
used to reduce additive noise in images, which is quite
different from the speckle noise in OCT images. To improve
the performance of speckle noise reduction in OCT images,
in our previous work, we [36] proposed a novel convolutional
neural network named DeSpecNet, which combined residual
learning and batch normalization to improve the network by
using the shortcut connectivity blocks and leaky rectified
linear units. In another our previous work, we [37] pro-
posed an effectively method based on conditional generative
adversarial networks (cGAN) to reduce the speckle noise
in OCT images. Although these approaches have achieved
impressive performance, there are still two major problems
for CNNs-based method: (1) The fully-supervised method
based on deep learning usually requires a large amount of
labeled data, whose acquisition is usually time-consuming
or expensive. (2) To improve the denoising performance,
many CNNs-based methods have designed complex struc-
ture networks with a large number of parameters, which
tends to cause the overfitting and poor generality of the
networks.

In this article, to address these problems, we propose a novel
semi-supervised method based on our newly proposed capsule
conditional generative adversarial network called Caps-cGAN
for speckle noise denoising in retinal OCT images, which
can achieve outstanding denoising performance only using a
small amount of labeled data and network parameters. The key
contributions of this study are as follows:

(1) We propose a novel Caps-cGAN to develop a newly
semi-supervised learning method for denoising the speckle
noise, which can avoid the problem of a great increase in
the amount of parameters.

(2) To alleviate the problem of retinal structure information
loss in OCT images caused by the lack of detailed guidance
during unsupervised learning, a novel joint semi-supervised
loss function composed of unsupervised loss and supervised
loss is designed to optimize the proposed network.

(3) We validate the effectiveness and generality of our pro-
posed method by conducting comprehensive experiments on
OCT images acquired from different types of OCT scanners.
Results show that the proposed method outperforms the state-
of-the-art methods in OCT image speckle noise reduction
task.

II. RELATED WORKS

A. Semi-Supervised Learning (SSL)

The lack of labeled data has always been one of the biggest
obstacles for applying CNNs-based methods to medical image
processing tasks. SSL can use unlabeled data to improve
the generalization performance of the supervised model [38].
To alleviate the dependence on labeled data, many SSL-based
methods have been proposed and applied to medical image
processing tasks, such as lesion region segmentation [38],
disease detection [39] and registration [40]. However, to our
best knowledge, there are no SSL-based methods for OCT
image denoising.

B. Capsule Networks

Capsule network was first proposed by Sabour et al. [41].
Its biggest characteristic is to adopt vector to represent
feature information, whose direction and amplitude indicate
the attributes of the feature, such as posture, texture, etc.
Therefore, the capsule network has better ability to cap-
ture the spatial relationship between features than standard
CNNs. However, due to the high cost of memory and time
consumption, the original capsule network was limited to
image with small size. To overcome this shortcoming, Rodney
and Bagci [42] extended the idea of convolutional capsules
and rewrote the dynamic routing algorithm, and successfully
applied the method to lung segmentation in CT image. Based
on [42], Bass et al. [43] introduced the convolutional capsule
network into the task of image synthesis. In addition, there
were two previous studies which improved GAN by intro-
ducing non-convolutional capsule in discriminator [44], [45].
But both of them were only applied to image with small
size 64× 64.

III. METHODS

A. Overview

In this article, we propose a novel semi-supervised method
with small number of parameters for OCT image speckle noise
reduction, which can outperform the state-of-the-art supervised
approaches with less training data. Fig.1 shows our newly
proposed semi-supervised learning system. Let’s assume a
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Fig. 1. Overview of the proposed semi-supervised system. DL and DU represent labeled data and unlabeled data, respectively.

total set of OCT images as DT ={DL , DU }. DL ={(xi , yi )}
and DU ={xi} represent the labeled data and the unlabeled
data respectively, in which xi represents the original OCT
image, while yi is the corresponding ground truth of xi . As can
be seen from Fig.1, the proposed semi-supervised learning
based model is optimized as follows:

(1) Model initialization: the model is first trained based
on labeled data under the guidance of the fully-supervised
objective function, which aims to guide the model to
learn the distribution of labeled data and obtain the initial
weights.

(2) Mixed training: the model is continuously trained with
the initialized weights from step (1) using both a large amount
of unlabeled data and the small amount of labeled data. The
mixed training adopts the semi-supervised learning strategy,
which composes of supervised learning based on small amount
of labeled data and the un-supervised learning based on adver-
sarial guidance optimization for large amount of unlabeled
data.

(3) Refinement training: to avoid the mode crash caused
by the diversity distribution of the unlabeled data and fur-
ther improve the denosising performance, the model will be
refinedly trained based on the small amount of labeled data
again.

(4) Repeat the training process of (2) and (3) for several
epochs. Finally, a model which can generate high-quality OCT
images is obtained. Noting that the entire training process is
end-to-end.

B. Capsule Conditional Generative Adversarial Network

GAN and its variants have been widely used due to its
unique characteristics of adversarial game optimization, and
have made promising achievements in many image processing
tasks, such as image style transfer [46], target segmenta-
tion [30], [47], [48], and image manipulation [37], [49].
Different from the original GAN that generates image based
on random noise, the cGAN generates the image conditioned
on an observed image [37]. cGAN is mainly composed of
two modules: the generator G that aims to generate the
corresponding fake image based on the input image, and the
discriminator D is used to distinguish whether the image is
the real one or the generated one from G.

Generator: In the design of the cGAN generator, the most
commonly used structure is the U-shape convolutional neural
network [50]. The encoder of U-Net can gradually reduce
the spatial dimension of feature maps and capture the fea-
ture information, while the decoder path can recover spatial
dimension and features. Moreover, the skip connections are
embedded between the encoder path and the decoder path
to integrate downsampling feature with its corresponding
upsampling feature. Despite the CNNs-based generator has
shown remarkable flexibility and performance in many image
processing tasks, there are still some inherit flaws: (1) In the
standard CNNs, although a series of scalar values are used
to represent the feature information of each neuron which
make CNNs very good at detecting features, but the CNNs’
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Fig. 2. The structure of the generator in the proposed capsule conditional generative adversarial network.

ability of capturing spatial feature relationship (viewing angle,
size, direction) is insufficient.(2) Pooling operation in CNNs
can make the network position-invariant, which also prompts
CNNs to avoid overfitting. However, this invariance also
results in feature loss. (3) Many CNNs-based generators use
complex network structures with a large amount of parameters
to improve the complex and sparse feature extraction ability.
Although these approaches can improve the performance of
the network, they also cause the great increase of parameters
and increase the risk of overfitting.

To solve these problems, we propose a novel capsule
conditional generative adversarial network, referred as Caps-
cGAN, in which the generator is designed based on multi-scale
dynamic routing convolutional capsule as shown in Fig.2.
Different from standard CNNs-based methods, capsules output
vectors, whose direction represents attributes (e,g. posture,
texture, etc.) and makes the capsule represent the spatial
relationship between the features well [41], [42]. Moreover,
the other important component of the capsule network is an
iterative algorithm called “dynamic routing”, in which the
output of the capsule is routed to the capsule in the upper layer
based on the consistency of the prediction. As shown in Fig.2,
the architecture of the proposed generator is still based on
the U-shape encoder-decoder structure with skip connections.
To further improve the feature representation capacity of
the model, we introduce the shortcut connection and multi-
scale residual mechanism like ResNet [51] in Caps-cGAN
generator. As shown in Fig.2, the original OCT B-scans is
first fed into a convolutional layer to get feature maps, then
the feature maps are grouped into two capsules. The length of
all capsule vectors in this article is set to 16, which is referred
to [41] and [42]. The encoder path of the generator consists
of four multi-scale ConvCaps residual blocks, where each

block contains two ConvCaps residual layers. It has also been
demonstrated that multi-scale feature information can improve
the performance of feature extraction in [52]. Therefore,
we propose a novel multi-scale dynamic convolutional routing
to construct our convolutional capsule layer, which is shown
as Algorithm 1.

Algorithm 1 Multi-Scale Convolutional Dynamic Routing for
Multi-Scale ConvCap

Input: ϕ ∈ RB,C,H,W

ϕ̂ ← Reshape(ϕ) ∈ RB×I,L ,H,W

ϕl
k1 ← Conv2d(ϕ̂) ∈ RB×I ,O×L ,H,W k = 1× 1

ϕl
k2 ← Conv2d(ϕ̂) ∈ RB×I ,O×L ,H,W k = 3× 3, d = 1

ϕl
k3 ← Conv2d(ϕ̂) ∈ RB×I ,O×L ,H,W k = 3× 3, d = 3

ϕl
k4 ← Conv2d(ϕ̂) ∈ RB×I ,O×L ,H,W k = 3× 3, d = 5

ϕl = ϕl
k1 + ϕl

k2 + ϕl
k3 + ϕl

k4
ϕ̂l ← Reshape(ϕl)∈ RB,I,H,W,O,L

b← 0∈RB,I,H,W,O

for iter to r do:
for all capsules i in layer l and capsule j in layer (l+ 1):

ci, j ← Softmax(bi, j )
for all capsules j in layer (l + 1): s j ←∑

i ϕ̂l
i, j ·ci, j

for all capsules j in layer (l + 1): v j ← squash(s j )
for all capsules i in layer l and capsule j in layer (l + 1):

bi, j ← bi, j + ϕ̂l
i, j · v j

end

Let’s denote the feature maps from the first convolu-
tional layer as ϕ ∈ RB,C,H,W . In the multi-scale ConvCap,
ϕ is first reshaped to ϕ̂ ∈ RB×I,L ,H,W and fed into a
multi-scale 2D convolution module to get new feature map
ϕl ∈ R

B×I ,O×L ,H,W
with multi-scale information, which is
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Fig. 3. Multi-scale 2D convolution module. It consists of a conv 1 × 1
branch and three conv 3 × 3 branches, and the dilation rates of conv
3× 3 branches are 1, 3 and 5. Hence the respective fields of conv 3× 3
branch are 3, 7 and 9. The conv 1 × 1 branch is adopted to perform
feature compression and channel expansion.

shown in Fig.3. Then ϕl is reshaped to ϕ̂l∈RB,I,H,W,O,L . B ,
I , L, O, H and W represent the batch size, input capsules,
length of vectors, output capsules, feature map height and
width, respectively. Finally, ϕ̂l is fed into the iterative vote
routing for r iterations to get the output capsules, where r is
set as 3. Initialize weight coefficient vector b∈RB,I,H,W,O as
0, which is used to iteratively calculate the weight c between
the parent and child capsules. The weight ci, j corresponding
to each children capsule and parent capsule is calculated by
softmax normalization:

ci, j = exp
(
bi, j

)
∑

i bi, j
(1)

where i , j represents the index for child and parent capsules
respectively. Softmax normalizes the weight coefficient b to c
to increase the votes of capsules with similar characteristics
and reduce the votes of capsules with dissimilar characteristics.
bi, j is updated in every routing iteration. The intermediate
vector v j is obtained by squash operation defined as Eq. (2):

v j = squash(s j ) =
∥∥s j

∥∥2

1+ ∥∥s j
∥∥2

s j∥∥s j
∥∥ (2)

where s j denotes the output of capsule as follows:
s j =

∑
i
ϕ̂l

i, j ·ci, j (3)

where “·” denotes dot production.
To effectively fuse the high-resolution and low-semantic

features in the lower layers of the network with the
high-semantic and low-resolution features in the upper layers,
we introduce capsule deconvolution module in the decoder
path to upsample the feature maps. The upsampled feature
vectors are added with the feature vectors in the lower layer
to perform feature fusion. Feature fusion by vector addition
can enhance the correlation of similar features and suppress
unrelated features. As shown in Fig. 4, taking vector a and
b as example, if a and b have similar features, the angle
between them will be small, and the features will be enhanced
by a+b (Fig. 4(a)). Otherwise the features will be suppressed
(Fig. 4(b)). The procedure of de-convolutional dynamic rout-
ing is shown in Algorithm 2.

Fig. 4. Feature fusion by vector addition, where a and b indicate the
feature vectors. (a) Two vectors with similar features, the angle between
a and b will be small, and the features will be enhanced by a+b. (b) Two
feature vectors with different features, the angle between a and b will be
large, and the feature will be suppressed by a+b.

Fig. 5. The architecture of the discriminator.

Discriminator: The discriminator of PatchGAN [53] is
adopted as our discriminator, which is shown in Fig.5. The
ordinary discriminator in GAN maps the input to a probability
value, that is to say, the probability of the input sample is a
real sample. In contrast, patchGAN tries to map the input to
an N× N matrix X, where X is the output feature map of
the convolution layer. And the value of Xij represents the
probability whether each patch is a true sample. The mean
value of Xij is the final output of the discriminator. In our
discriminator, the size of patches can be much smaller than
the full size of the image, and its parameters are less than the
original discriminator. Therefore, it can be applied to images
of any size with higher computational efficiency.

Algorithm 2 De-Convolutional Dynamic Routing

Input: ϕ ∈ RB,I,L ,H,W

ϕ̂ ← Reshape(ϕ) ∈ RB×I,L ,H,W

ϕl ← Transpose(ϕ̂) ∈ RB×I ,O×L,2H ,2W

ϕ̂l ← Reshape(ϕl) ∈ RB,I ,2H ,2W,O,L

b← 0 ∈ RB,I ,2H ,2W,O

for iter to r do:
for all capsules i in layer l and capsule j in layer (l + 1):

ci, j ← Softmax(bi, j )
for all capsules j in layer (l + 1): s j ←∑

i ϕ̂l
i, j ·ci, j

for all capsules j in layer (l + 1): v j ← squash(s j )
for all capsules i in layer l and capsule j in layer (l + 1):

bi, j ← bi, j + ϕ̂l
i, j · v j

end

C. Loss Function

Given an input image X, the generator and discriminator are
denoted as G and D, respectively. The output of G is repre-
sented as G(X). In our proposed method, there are four kinds
of possible inputs to discriminator network D: input image
X concatenating ground truth, input image X concatenating
generator prediction G(X), ground truth concatenating ground
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truth, and generator prediction G(X) concatenating generator
prediction G(X).

Discriminator: The spatial binary cross entropy loss L D as
follows is adopted to optimize the discriminator,

L D=−
∑

h,w
(1−y) log

(
1−D (G (X))h,w

)
+ylog(D(y)h,w)

(4)

where y = 0 if the sample is from generator prediction, and
y = 1 if the sample is from the ground truth. D (G (X))h,w

denotes the probability map of G(X) at location (h, w), and
D(y)h,w is the probability map of y at location (h, w).

Generator: A multi-task loss LG is employed to optimize
the generator as follows:

LG = Ladv + λL1 + βLSS I M (5)

where λ and β are weights for minimizing the proposed
multi-task loss function and set as 100 and 10 respectively
in this article. Ladv , as defined in Eq.(6), is the loss that
discriminator recognizes the data from generator.

Ladv = −
∑

h,w
log(D(G(X))h,w) (6)

Previous studies have proven that it is beneficial to improv-
ing the performance of cGAN by mixing L1 loss [34], which
can represent errors that are sparsely distributed in space.

L1 = 1

N

∑N

i=1
‖yi − G(Xi )‖1 (7)

where N is the sample size. In addition, the retinal layer is one
of the most important structural information in retinal OCT
image, which should be reserved as possible during the image
denoising. To achieve this purpose, we introduce the structural
similarity (SSIM loss) into the loss function. SSIM is an index
that measures the similarity between two images from three
aspects including brightness, contrast and structure, defined as
follows:

LSS I M= 1−
(
2μG(X)μy + c1

) (
2σG(X)σy + c2

)
(
μG(X) + μy + c1

) (
σ 2

G(X) + σ 2
y + c2

) (8)

where c1 and c2 are constants to avoid system errors when the
denominator is 0. μG(X), μy and σG(X), σy are the means and
standard deviations of G(X) and y, respectively.

Objective Function for Few Labeled Data: In semi-
supervised learning, few labeled data is mainly adopted to
guide the model to learn the distribution of ground truth
and avoid the mode crash may be caused by the distribution
diversity of the large amount of unlabeled data. Therefore,
the loss function for training model based on labeled data is
defined as follows,

Lsuperv ised = LG + L D (9)

Objective Function for Unlabeled Data: Since there is
no one-to-one ground truth for the unlabeled data, L1 and
LSS I M can not be used to train the model, while Ladv

is still applicable because it only requires the guidance of
discriminator network, that is, Lunsuperv ised = Ladv .

The semi-supervised loss function is final defined as
follows:

Lsemi = Lsuperv ised + Lunsuperv ised (10)

D. Loss Function Application

As described in section of overview, our proposed semi-
supervised learning method is optimized by three important
steps: model initialization, mixed training and refinement
training.

1) Model Initialization: the supervised loss function
Lsuperv ised is used to optimize the model based on the
labeled data, which aims to obtain the initial weights and
initially learn the distribution of the labeled data.

2) Mixed Training: in mixed training process, the model
is trained based on mixed data including labeled data and
unlabeled data. Therefore, Lsemi is adopted to optimize the
model.

3) Refinement Training: Mode collapse is a common
problem in generative adversarial models, especially in
semi-supervised learning based tasks which lack label guid-
ance. Therefore, to avoid the mode crash which may be caused
by the distribution diversity of the unlabeled data in mixed
training and further improve the denosising performance, the
model is refinedly trained based on the small amount of labeled
data using supervised loss function Lsuperv ised again.

E. Method Implementation

The implementation of our proposed denoising method is
based on the public platform Pytorch and NVIDIA GeForce
RTX 2080Ti GPU with 11GB memory. The Adam solver with
momentum 0.5 is applied to optimize our models. Besides,
we use the ‘poly’ learning rate policy, where learning rate
lr = base_lr∗(1− iter

total_iter )
power

, the initial learning rate
base_lr is set to 2e-4 and the power is set to 0.9.The
batch size and total iteration epoch total_iter are set as
4 and 100, respectively. To be fair, all the supervised-based
methods use the same loss function Lsuperv ised in our
experiments. The code of Caps-cGAN will be released:
https://github.com/wangmeng9218/Caps-cGAN.

IV. DATASET

The study is approved by the Institutional Review Board
of Soochow University, and informed consent was obtained
from all subjects. Based on the denoising ground truth acqui-
sition method proposed in [36] and [37], we developed the
labeled dataset DL with 2 volumes (512 B-Scans), which were
acquired from Topcon Atlantis DRI-1 SS-OCT scanner (Top-
con, Tokyo, Japan) with center wavelength of 1050nm(256 B-
scans) and the Topcon OCT-2000 SD-OCT scanner (Topcon,
Tokyo, Japan) with center wavelength of 850nm (256 B-scans),
respectively. The flowchart for obtaining the denoising ground
truth of OCT B-scans is shown as Fig.6. First, repeat collecting
M 3D OCT volumes from the same normal eye. Then one of
the M volumes is randomly selected as the target volume, and
its B-scans are also used as the target B-scans. The rest of
NM-1 B-Scans surrounding the target B-scans are registered
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TABLE I
DETAILS ABOUT THE DATASET

Fig. 6. The flowchart for obtaining the denoising ground truth of OCT
B-scans.

with the target B-Scan. Finally, L B-scans with the highest
SSIM scores from the NM-1 registered B-scans are selected
and averaged with the target B-scan to obtain the ground truth
corresponding to the target B-scan.

In additional, 9 retinal OCT volumes consisting of 1408
B-scans from four different types of OCT scanners were col-
lected as the unlabeled dataset DU , which were also adopted
to assess the performance of our proposed method. Details
about the data are listed in TABLE I.

V. EXPERIMENT

As shown in TABLE I, we have 512 B-scans with ground
truth, which were acquired from two Topcon OCT scanners
with different acquisition modes. In addition, we divide 9 test
volumes without ground truth into 2 folds to perform cross-

validation, one includes 768 B-Scans (Testing Volume 1-3)
and the other includes 640B-Scans (Testing Volume 4-9).
To prove the effectiveness and generality of our proposed
semi-supervised method, we conduct experiments using five
data strategies, as listed in TABLE II. The experimental
results are qualitatively and quantitatively analyzed. Besides,
we also conduct experiments to compare the performance of
the proposed method with other state-of-the-art algorithms,
in which all supervised CNNs-based methods are trained based
on Strategy1. The same data preprocessing method is adopted
in all experiments to ensure the fairness. Data augmentation is
one of the effective strategies to increase the diversity of data
distribution and alleviate the problem of overfitting. In this
article, flipping and distortion are applied to augment the data
to improve the algorithm performance with a factor of 2.

A. Evaluation Metrics

To evaluate the despeckle performance of different methods,
four indicators including signal-to-noise ratio(SNR), contrast-
to-noise ratio(CNR), equivalent number of looks(ENL) and
edge preservation index(EPI) are adopted to quantitatively
analyze the experimental results [20], [56], [57]. The region
of interests (ROIs) including one background ROI and three
signal ROIs are manually selected to calculate the index in
each test image. As shown in Fig.7, the background ROI
and signal ROIs are marked with green and red rectangles,
respectively. Three signal ROIs are selected which are located
in the retinal nerve fiber layer (RNFL), inner retina and the
retinal pigment epithelium (RPE) complex respectively, with
important structural information of retina. In addition, three
boundaries represented by blue curves in Fig.7 including the
upper boundary of RNFL, inner-outer retina boundary and the
lower boundary of RPE are selected for calculating EPI. These
four indicators are calculated as follows:

SN R = 10log10

(
max (I )2

σ 2
b

)
(11)
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TABLE II
EXPERIMENTAL DATA STRATEGIES

C N Ri = 10log10

⎛
⎝ |μi − μb|√

σ 2
i + σ 2

b

⎞
⎠ (12)

E N Li = μ2
i

σ 2
i

(13)

E P I =
∑

h
∑

w |Id (h + 1, w)− Id (h, w)|∑
h
∑

w |Io (h + 1, w)− Io (h, w)| (14)

where μb and σb represent the mean and standard deviation
of background region. μi and σi are the mean and standard
deviation of i -th (i = 1, 2, 3, . . .) signal region. Io and
Id denote the original image and denoised image. max(I )
is the maximum intensity value of the B-scan I . h and
w are coordinates in height and width direction of image,
respectively.

B. Qualitative Evaluation

Fig.7 shows the denoising results of B-scans corresponding
to 9 testing volumes listed in Table I. These results are
obtained by the proposed method based on strategy 4. It can
be seen from Fig.7 that the proposed semi-supervised method
performs well for all test volumes, the speckle noise in
different areas is eliminated while the retinal layer structures
and choroidal vessels are preserved and enhanced well. It can
also be seen that although the training data is collected in
the macula-centered mode without any lesions, the proposed
method still works well in other collection modes (Fig.7(b) and
Fig.7(d)) and the abnormal OCT B-scans (Fig.7(a), Fig.7(f),
Fig.7(h) and Fig.7(i)). These results demonstrate the effective-
ness and generality of our proposed method.

To further evaluate the performance of our proposed
method, one example of denoising results with different meth-
ods are shown in Fig.8, in which the proposed method is based
on strategy 4. It can be seen that BM3D, K-SVD and NLM
do not remove noise completely, which cause artifacts inside
the retinal layers and result in adhesion between layers. The
layer edge of the denoising result with the MAP method is not
smooth enough (Fig.8(e)), and there are still artifacts between
the layers (Fig.8(e)). Although STROLLR-2D [54] can remove
speckle noise well, the insufficient enhancement of the retina’s
layer structure results in the blurring of boundary between
layers. DnCNN performs poorly on both test data (Fig.8(g)),
which does not suppress speckle noise well and also causes
the blurring of the retinal layer structures. The edges of retinal
layers are distorted in the results of ResNet and cGAN and
the external limiting membrane (ELM) is not enhanced well in
the results of cGAN (Fig.8(i)). Compared with these methods,
our proposed method removes speckle noise well and enhances
the retinal layer information with clear layer boundaries, which
proves the effectiveness of the proposed method (Fig.8(j)).

C. Quantitative Evaluation

To quantitatively evaluate the despeckling performance, four
metrics including SNR, CNR, ENL and EPI of different
methods listed in TABLE III.

The performances of some typical traditional methods are
shown in upper part of TABLE III. The SNR of BM3D is
low, which may be caused by its poor performance in speckle
noise suppression. K-SVD has good indicators except the EPI,
which may be caused by the blurred edges. Instead, NLM
has the highest EPI and the lowest CNR and ENL, which
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Fig. 7. The denoising results of B-scans from 9 testing volumes. For each panel, left: original B-scan, right: denoised B-scan. The green rectangle,
red rectangles and blue curves represent the background ROI, signal ROIs and boundaries for calculating EPI, respectively.

may be caused by artifacts near the edges. All indicators of
MAP except ENL are the low, especially SNR, which has
great correlation with background noise. Similar to K-SVD,
STROLLR has high CNR, SNR and ENL and low EPI. The
middle part of TABLE III lists the quantitative performances
of some state-of-art deep learning-based methods including
DnCNN, ResNet, cGAN and Cycle-GAN. Compared with
other deep learning-based methods, ResNet obtains the lowest
indicators except for EPI. On the contrary, DnCNN obtains the
lowest EPI. Due to the weakly supervised learning strategy,
the indicators of Cycle-GAN [55] (except CNR) are lower
than those of cGAN, especially EPI, which is mainly caused
by the lack of one-to-one label guidance and in turn leads
to the loss of retinal structural information. cGAN obtains
quite balanced indices, which are still lower than those of the
proposed semi-supervised Caps-cGAN. With the same training
data, our proposed semi-supervised Caps-cGAN achieves the
best SNR, CNR and ENL compared with other CNNs-based
methods.

TABLE III also shows the indicators of the proposed super-
vised Caps-cGAN, which is trained using the same Strategy
(Strategy 1 in TABLE II) and the same supervised loss
function (Eq.(9)) with cGAN. It can be seen from TABLE III
that compared with cGAN, the SNR, CNR, ENL and EPI
of the proposed supervised Caps-cGAN have increased by
21.21%, 14.45%, 158.62% and 3.06%, respectively. These
results show that the proposed Caps-cGAN can achieve better
denoising performance than cGAN with standard CNNs. Due
to its generator with 3 residual blocks, the parameter number
of cGAN is 276.69M, while the proposed Caps-cGAN only
has 5.31M. That is to say, the proposed Caps-cGAN can obtain
better performances than cGAN with fewer parameters.

In addition, we also compare the denoising efficiency of
different methods. Since the traditional denoising algorithms
are executed on CPU, it results in the low efficiency. On the
contrary, deep learning-based methods can be accelerated by
GPU accelerator, which greatly improves the efficiency. It can
be seen from TABLE III that our proposed method takes
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Fig. 8. One example of denoising results with different methods. (a) Original image (b) BM3D (c) K-SVD (d) NLM (e) MAP (f) STROLLR-2D
(g) DnCNN (h) ResNet (i) cGAN (j) Proposed.

TABLE III
QUALITATIVE EVALUATION RESULTS OF DIFFERENT METHODS

slightly longer time than other deep learning-based methods
due to the introduction of vector and matrix operations in
the capsule network. However, it can still meet the require-
ment of real-time processing. In summary, except that the
EPI index is comparative to that of NLM, other indexes
of the proposed Caps-cGAN have been greatly improved,
which show the effectiveness and generality of the proposed
Caps-cGAN.

In order to prove the advantage of the proposed semi-
supervised learning strategy, we independently train the model
using Strategy 2 and Strategy 3 with 256 labeled data and
256+768/640 unlabeled data. It can be seen from TABLE III
that the indicators of the both semi-supervision trained models

are higher than the other state-of-the-art approaches which are
trained based on 512 labeled data. The result shows that the
proposed semi-supervised Caps-cGAN can leverage less data
to obtain comparable denoising performance.

It also can be seen from TABLE III that our proposed
semi-supervised Caps-cGAN has achieved better performance
than the supervision-based Caps-cGAN. The SNR, CNR, ENL
and EPI of our proposed semi-supervised Caps-cGAN have
been improved to 59.01, 11.37, 417.22 and 1.03 from 57.44,
11.09, 360.59 and 1.01, respectively. These results show that
the unlabeled data is beneficial to improve the denoising
performance and further demonstrate the effectiveness of the
proposed semi-supervised method.
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Fig. 9. Results of ablation experiments. (a) Original B-scan image (b) Caps-cGAN with original cGAN loss (c) Caps-cGAN+L1 (d) Caps-cGAN+SSIM
(e) Single-Scale ConvCap (f) Multi-Scale ConvCap without residual (g) Proposed without refinement (h) Proposed.

TABLE IV
QUALITATIVE EVALUATION RESULTS OF DIFFERENT LOSS FUNCTIONS

D. Ablation Experiment
To evaluate the contribution of the loss functions adopted

in the proposed semi-supervised Caps-cGAN, four ablation
experiments about original cGAN loss, original + L1 loss,
original + SSIM loss and the proposed original + L1 +SSIM
loss are performed with the same training Strategy 4. Fig.9(a)-
(d) and (h) show the original B-scan and the corresponding
denoising results with different loss functions and TABLE IV
shows the corresponding quantitative evaluation results. It can
be seen from TABLE IV that compared with the Caps-cGAN
based on the original cGAN loss, the introduction of L1 loss
can improve CNR and ENL and slightly reduce SNR and EPI,
which may because that L1 loss improves the smoothness
of the uniform area in the retinal layer and causes a slight
blur simultaneously (as shown in the red rectangle area in
Fig.9(b) and Fig.9(c)). On the contrary, all indicators of Caps-
cGAN+SSIM (as shown in Fig.9(d)) have been improved
because SSIM loss can introduce structural information of the
retina during model training. Compared with the above two
results, the result of Caps-cGAN trained using the proposed
loss function (Eq. 10) not only improves the objective indexes

(shown in TABLE IV), but also keeps the retinal layer structure
clearer and smoother (as shown in the red rectangle area in
Fig.9(h)).

The effectiveness of the proposed network architecture is
also verified. Fig.9(e)-(g) show the denoising results with dif-
ferent network architectures and the corresponding quantitative
evaluation results are shown in TABLE V. As can be seen
from Fig.9(e) and Fig.9(f), the areas between the inner and
outer boundaries of the retina and RPE suffers from blurred
layer structure, but the proposed method obtains a clearer
and smoother retinal layer structure in this region (Fig.9(h)).
As shown in TABLE V, compared the Caps-cGAN based
on single-scale ConvCaps that proposed in [42], the SNR,
CNR, ENL and EPI of the proposed method have increased by
19.82%, 8.18%, 83.89% and 5.10%, respectively. Compared
with the multi-scale Caps-cGAN without residual structure,
the SNR, CNR, ENL and EPI of the proposed method have
increased by 18.90%, 9.22%, 62.04% and 13.19%, respec-
tively. It can be seen from Fig.9(g) and (h) and TABLE V
that compared with the result of Caps-cGAN without refine-
ment training, the proposed method gets slightly smoother
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Fig. 10. Expanded experimental results from different methods. (a) Original image (b) BM3D (c) K-SVD (d) NLM (e) MAP (f) STROLLR-2D (g) DnCNN
(h) ResNet (i) Cycle-GAN (j) cGAN (k) Caps-cGAN (l) Ground truth.

layer structure and better continuity, and the corresponding
SNR, CNR, ENL and EPI have increased by 1.2%, 0.4%,
16.55% and 4.04%, respectively. These results demonstrate the
rationality and effectiveness of the proposed network structure
design.

E. Extended Experiment

Based on Strategy 5 listed in TABLE II, an extended exper-
iment is performed to further demonstrate the effectiveness
and generality of the proposed Caps-cGAN. The multi-scale-
structural similarity index (Ms-SSIM) indicator is introduced
to analyze the structural similarity between the result and the
ground truth, which is the multi-scale score of SSIM.

Ms − SSI M = [L M (X, Y )]αM

×
∏M

J=1
[CJ (X, Y )]βJ [SJ (X, Y )]γJ (15)

L(X, Y ) = 2μXμY + C1

μ2
X + μ2

Y + C1
(16)

C(X, Y ) = 2σXσY + C2

σ 2
X + σ 2

Y + C2
(17)

S(X, Y ) = σXY + C3

σX σY + C3
(18)

where X and Y represent the denoised image and ground
truth, respectively. L(X, Y ) is the brightness contrast factor,
C(X, Y ) is the contrast factor, and S(X, Y ) is the structural
contrast factor. μX , μY and σX , σY denote the mean and
standard deviations of X and Y . The constants C1, C2 and
C3 are small values for numerical stability. M represents the
number of scales. The ratio J indicates that the original image
is down-sampled by a factor of 2J−1. αM , βJ and γJ are used
to adjust the relative importances of the components. In this
article, referring to [58], M = 5, α1 = β1 = γ1 = 0.0448,
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TABLE V
QUALITATIVE EVALUATION RESULTS OF DIFFERENT NETWORK ARCHITECTURES

Fig. 11. Layer segmentation results. (a) Original image (b) Denoised
image (c) The segmentation result of original image (d) The segmentation
result of denoised image (e) Ground truth. Blue and red regions represent
inner and outer retinal layer respectively.

α2 = β2 = γ2 = 0.2856, α3 = β3 = γ3 = 0.3001,
α4 = β4 = γ4 = 0.2363,α5 = β5 = γ5 = 0.1333. Fig.10
shows one example of denoising results of different methods.
The quantitative indicators are listed in TABLE VI, where
SNR, CNR, ENL and EPI are calculated based on 9 test sets
without ground truth and training volume 1 with ground truth,
while Ms-SSIM is calculated based on training volume1 as it
requires ground truth.

It can be seen from Fig.10 and TABLE VI that compared
with traditional typical denoising methods, such as BM3D,
K-SVD, NLM, MAP, STROLLR, our proposed Caps-cGAN
can suppress speckle noise more obviously, and the retina layer
structure information has also been well enhanced. Although
DnCNN has obtained the highest ENL index, the view of its
denoised image (Fig.10(g)) is blurry and the layer information
is not clear, which leads to lower EPI. The SNR, CNR
and ENL of DnCNN associated with the speckle noise are
improved because Strategy 5 adds training set 1 (from Topcon)
into the test data, whose feature distribution is similar to
the training set 2. However, its EPI and Ms-SSIM related
to the retinal structure information are low, which may be
caused by its poor retinal structure enhancement (shown as
Fig.10(g)). Compared with DnCNN and ResNet, Cycle-GAN
and cGAN can not only remove the speckle noise well, but also

Fig. 12. SRF and CNV joint segmentation results. (a) Original image
(b) Denoised image (c) The segmentation result of original image (d) The
segmentation result of denoised image (e) Ground truth. Red and blue
regions represent CNV and SRF respectively.

enhance the contrast and detail information of retina. As shown
in Fig.10 and TABLE VI, compared with other denoising
methods, our proposed Caps-cGAN has obtained better view
of denoised image and higher SNR, CNR, EPI and Ms-SSIM
indicators. It can be seen from Fig.10 that the retina structure
information of denoised image with our proposed Caps-cGAN
has been enhanced, especially for retina layer structure and
choroidal vessels. The proposed Caps-cGAN has obtained the
highest Ms-SSIM compared with other methods. These results
further demonstrate the effectiveness and generality of our
proposed Caps-cGAN in the task of removing speckle noise
in retinal OCT images.

F. Application in Retinal Image Segmentation

To verify that the proposed denoising algorithm can facil-
itate image analysis, two experiments including retinal layer
segmentation and joint segmentation of choroidal neovascular-
ization (CNV) and sub-retinal fluid (SRF) are conducted. The
corresponding segmentation results and Dice coefficient (DSC)
are shown in Fig.11, Fig.12 and TABLE VII, respectively. The
commonly used medical image segmentation network U-Net
is adopted as the segmentation network. The training strate-
gies and platform settings are consistent in all comparison
experiments.

Authorized licensed use limited to: Soochow University. Downloaded on April 07,2021 at 07:15:01 UTC from IEEE Xplore.  Restrictions apply. 



WANG et al.: SEMI-SUPERVISED Caps-cGAN FOR SPECKLE NOISE REDUCTION IN RETINAL OCT IMAGES 1181

Fig. 13. Vector reconstruction results. (a) Original image (b) Denoised image (c-r) The reconstruction results of each dimension in vector.

1) Retinal Layer Segmentation: 2054 retinal OCT B-scan
images were acquired from different OCT scanners and
acquisition modes. The inner retinal layer and outer retinal
layer were manually labeled as the ground truth under the
supervision of the senior ophthalmologist. The data were
randomly split into training set and test set according to the
ratio of 4:1. As can be seen from Fig. 11 and TABLE VII, the
layer structure information of the denoised image is clearer
than the original image and the segmentation accuracy of the
denoised image is higher than that of the original image, which
proves the effectiveness of the proposed denoising method and
is conducive to improve the layer segmentation performance.

2) Joint Segmentation of CNV and SRF: 1024 OCT B-cans
from 6 eyes with CNV and SRF were included in this
experiment. The CNV and SRF ground truth were manually
labeled by two ophthalmologists independently. As shown in

Fig.12 and TABLE VII, the segmentation performances with
denoised data are better than those with original data, which
indicates that the proposed denoising method is beneficial for
disease region segmentation.

G. Vector Feature Analysis

To further explain why the proposed method works well
in the OCT image denoising task, the feature responses of
each dimension vector in the last capsule are reconstructed
and shown in Fig.13, where Fig. 13(a) and Fig. 13(b) are the
original noisy image and the denoised B-Scans, respectively.
Fig. 13(c-r) denote the reconstructed results of each vector
feature in the last capsule, which shows that the vector value of
each dimension in the capsule focuses on different features in
the OCT image. Fig. 13(c), Fig. 13(e), Fig. 13(f) and Fig. 13(j)
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TABLE VI
THE EXPANDED EXPERIMENTS RESULTS OF DIFFERENT METHODS

TABLE VII
THE DICE COEFFICIENT OF SEGMENTATION (%)

characterize different main foreground features in OCT image,
such as retinal layer edge, contrast and smoothness, etc.
In contrast, Fig. 13(d), Fig. 13(g), Fig. 13(i), Fig. 13(p) and
Fig. 13(q) learn diverse background features, especially in
the Fig. 13(i) and Fig. 13(p), the background noise near the
foreground edge of the retina is well represented. These results
also explain why our results have high SNR, CNR and ENL.
In addition, Fig. 13(h), Fig. 13(j), Fig. 13(m), Fig. 13(n),
Fig. 13(o) and Fig. 13(r) capture different structural features
of retina respectively, such as layer structure and choroidal
vessels, etc. In Fig. 13(h), Fig. 13(m) and Fig. 13(r), the layer
structure properties such as contrast, thickness, layer spacing
and smoothness can be clearly observed, which result in the
high EPI.

VI. CONCLUSION AND DISCUSSION

In this article, we propose a novel semi-supervision based
method for speckle noise reduction in retinal OCT images.
It is the first time to introduce the capsule network into
the task of retinal OCT image denoising and achieve out-
performing results. Unlike the previous CNNs-based meth-
ods, which improve the denoising performance via com-
plex network structure and numerous parameters, our newly
proposed Caps-cGAN can learn the feature information of
the retinal OCT images via very few parameters. In addi-
tion, our proposed semi-supervision based network can get
better performances with fewer training data than the fully
supervision based networks. Comprehensive experiments are
also conducted to evaluate the effectiveness and generality of
the proposed method, which show that compared with other
state-of-art algorithms, our proposed semi-supervised method

obtains the best visual quality and higher objective indexes.
The proposed semi-supervised method is suitable for retinal
OCT images collected from different types of OCT devices
and different scanning modes well.

There is still a limitation in this study that the model was
trained only using the data from normal eyes, because the
registration and average method for the ground truth acqui-
sition is not applicable for the image with lesions. Although
the proposed method has achieved promising generality on
pathological data, we believe that if some data with lesions can
be added into the training set, the performance of the proposed
method will be further improved. Therefore, it is one of our
future research tasks to explore the ground truth acquisition
method that can be applied to pathological data. Besides, how
to further improve the efficiency of matrix operations in the
capsule network is another focus that will be continuously
explored in future work.
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